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Abstract

Abstract: We present WE-Bee, a hybrid for soft sensing and
time series forecasting, to estimate the daily weight varia-
tions of honeybee hives. Weight variations of a honeybee hive
are the most important indicator of hive productivity, and the
health and strength of a bee colony. Precise measurement of
the weight of a hive requires an expensive weighing scale un-
der each hive. On the other hand, sensors deployed inside the
hive are cheaper than a weighing scale, and are shielded from
the extreme weather variations outside the hive. In this work,
honeybee activity is monitored using data from sensors in-
side the hive, along with monitoring the information related
to the seasons, time of the day, external weather and the size
of hive. WE-Bee’s deep learning algorithm is based on Bidi-
rectional LSTM encoder-decoder and attention mechanism.
The results from field deployments demonstrate that the sys-
tem is capable of cumulative weight estimation over multiple
weeks. The results also show that the use of appropriate fea-
tures and the diversity of training data is essential for robust
performance of deep learning in the wild for this application.

This work presents a deep learning approach to estimate the
weight variations of a beehive. The weight variations of a
hive are a very good indicator of colony strength (Meikle
et al. 2008). A model capable of estimating the correct trend
of weight change fits the purpose for a majority of beekeep-
ers. For this study, monitoring systems capable of sensing
temperature, humidity, atmospheric pressure, CO2, acous-
tics, vibrations and weight were designed and developed.
Eight sensor systems were deployed in hives at different
sites, in varying environmental and weather conditions, to
collect a diverse dataset to train and test WE-Bee. To the
best of our knowledge, this is the first work on estimating the
weight variations of a beehive using machine learning. This
work uses a combination of different internal hive sensors
to gauge the complex activity of honey bees, along with ex-
ternal weather, seasonal, time and size information of hives.
This work provides a thorough analysis of the performance
of WE-Bee in the wild. The highlights of this work are:

* Hybrid model for soft sensing and time series forecasting
* Cumulative weight estimation over multiple weeks
* A fit for purpose design for cost sensitive market
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Figure 1: WE-Bee uses internal hive sensors, environmental
features, season information, time and hive size to estimate
the daily weight variations of a beehive per hive frame.

Honey bees play a critical role in pollination, which is vi-
tal for one third of global food production. Commercial bee-
keepers frequently move their hives between fields to pro-
vide pollination services. This hive movement is very stress-
ful for bees and can adversely impact the colony strength
(number of bees in the hive). Monitoring the colony strength
is a genuine concern for the beekeepers, as well as for the
farmers who pay for the pollination service. Strong colonies
contributes to pollination much better compared to weak
ones. A strong bee colony can bring up to 3 kg pollen and
nectar to the hive in a single day. Thus, monitoring the
weight of a hive provides a very good assessment of bee
colony strength/activity, and the contribution of hive towards
pollination (Meikle et al. 2008).

Monitoring the weight of a hive comes at a significant
cost. Commercial beehive monitoring systems use electronic
sensors to collect data from inside the hive, and an external
weighing scale to monitor the weight of hive. Usually, the
weighing scale is sold as an optional add-on to the monitor-
ing system because of its cost, which is usually more than all
the internal sensors put together (Pollenity 2021; Hivemind
2021; Arnia 2021). A majority of beekeepers purchase only
the internal sensors and avoid expensive scales. Many fac-



tors contribute to the high price of beehive weighing scales.
Commercial beehives during peak honey flow in spring can
weigh upto 100 kg. The design of these scales should be
rigid enough to support this weight, and the electronic sen-
sors should be sensitive enough to pick up small variations
of a few grams. These scales are also designed to work in
harsh weather conditions, to be able to withstand extreme
heat, cold, and rain, which adds to the cost. But despite high
costs, their performance in the wild is often below expecta-
tions. Furthermore, these scales are often bulky, and have to
be setup every time a hive is moved, adding to the setup
time and effort required by the beekeepers. Repeated de-
ployments from one field to another also increase the wear
and tear of these scales.

Deep learning has shown a lot of promise in forecast-
ing time series data, and in soft sensing for industrial pro-
cesses. This work uses deep learning to sense daily weight
variations of a hive, using time series data from inexpensive
sensors. The weight variations of a hive are determined by
many factors (but not limited to): number of forager bees,
availability of floral resources and their distance from the
hive, food consumption rate of the bees and the larvae, envi-
ronment (temperature, rain, wind), and the evaporation rate
of nectar. With so many variables involved, estimating the
weight variations of a hive is a difficult, but an important
problem to solve. The cost effectiveness of WE-Bee, and fit
for purpose weight estimation in the wild makes it a very
useful tool for the beekeepers in the cost-sensitive market.

Related Work

The weight of a hive is determined by many factors, some
of which can be easily monitored using simple sensors,
whereas some are very complex. The strength of a honey
bee colony is one of the biggest factors which contribute
to the weight gain of a hive. The number of foragers (bees
which go out in search of food) in a hive is directly propor-
tional to total number of bees in the hive. A strong colony
deploys more foragers to find pollen and nectar, and the hive
gains weight at a faster rate. The most direct way to count
foragers is to use cameras at the hive entrance. This how-
ever is not a very cost effective solution, and requires a lot
of power and data bandwidth, a luxury remote beehive mon-
itoring systems cannot afford. An indirect way is to estimate
the strength of a bee colony, by monitoring the thermoreg-
ulation of the colony. A strong colony maintains the appro-
priate temperature and humidity levels inside the hive (Su-
darsan et al. 2012; Al-Ghamdi, Abou-Shaara, and Mohamed
2014; Zeaiter 2019). Hence the variations in temperature and
humidity inside the hive compared to the variations outside
the hive, provide a very good indication of strength of the
bee colony.

The work of (Hambleton 1925) is one of the earliest stud-
ies on the effect of weather and environment on beehive
weight variations. Honey bees are inactive at night, thus
the hive cannot gain weight. However the hive usually loses
weight at night because of nectar evaporation and the food
consumed by honey bees and larvae. The rate of food con-
sumption depends on the number of bees in the colony, and

the temperature. Bees consume more food in lower temper-
atures and increase their metabolism to keep the hive warm,
which increases CO5 concentration inside the hive. The rate
of evaporation from the hive depends on difference between
the humidity levels inside and outside the hive.

In early morning, if the temperature outside the hive is
appropriate, the forager bees leave the hive in large num-
bers to check for pollen and nectar availability. This results
in a steep drop in the weight of hive, which is referred to
as ‘Breakfast Canyon’ (Holst and Meikle 2018). The dura-
tion of Breakfast Canyon depends on the time foragers take
to return to the hive. If there is plenty of pollen and nectar
available closer to the hive, foragers return quickly, other-
wise it takes longer for them to return. This availability of
foraging resources, and their distance from the hive is a very
difficult factor to estimate as it depends on the location of
hives, season, weather and types of flora available. The mag-
nitude and the frequency of bee buzz (Michelsen, Kirchner,
and Lindauer 1986; Terenzi, Cecchi, and Spinsante 2020),
and bee waggle dance vibrations (Griiter and Farina 2009)
are however good indicators of the level of foraging activity.

Based on temperature suitability and other environmental
conditions, honey bees collect pollen and nectar throughout
the day, resulting in the increase of hive weight (McLel-
lan 1977). In hot summer days, bees stop foraging activ-
ity when the temperature outside the hive increases in the
middle of the day. Some flowers produce nectar only during
early hours of the morning or late in the evening, dictating
the pattern of hive weight variation. High wind speeds and
rain disrupt bee activity and foraging. However rain can re-
sult in an increase of the weight of a hive because rain wa-
ter can accumulate on the top of flat hive surface, and the
wooden structure of the hive can absorb moisture resulting
in weight gain. The effect of rain depends on the absence/p-
resence/quality of paint on the outer-side of wooden hives.
Similarly, exposure to the sun or hot and dry weather can
also lead to beehive structure losing moisture and weight.
On the other hand, hives made of plastic or polystyrene can-
not absorb any moisture, thus contribute very little to the
hive weight variations.

The design and structure of a beehive weighing scale itself
is a contributor to weight variations. The load sensors, Ana-
log to Digital Converters, and the frame of weighing scale,
are exposed to variations in temperature, humidity and other
environmental factors, which impact their performance. Re-
search is continuing on better designs to improve the per-
formance of beehive weighing scales (Fitzgerald et al. 2015;
Zacepins et al. 2017; Terenzi et al. 2019; Bratek and Dziur-
dzia 2021). Many commercial beehive monitoring systems
are also competing with each other to provide affordable
weighing scales. However given the durability and accu-
racy requirements of design, the cost of commercial beehive
weighing scales is still high for a majority of beekeepers,
preventing their large-scale deployment.

Soft sensing has been widely used in industrial processes
to predict difficult to measure variables, however no attempt
has been made to estimate the beehive weight or its vari-
ations. One interesting work on humans is (Mengiic et al.
2014), where authors use wearable strain sensors to mea-



sure angle of multiple joints in a human body to estimate the
human gait. Our work uses the same principle, where easy to
use sensors are utilized to sense a difficult to measure quan-
tity. However, the weight of a hive at any point of time is de-
pendent upon the conditions at that time, as well as those in
the past. Long Short-Term Memory networks (LSTM) have
shown great promise with time series forecasting. Authors in
this work (Du et al. 2020) demonstrate the ability of bidirec-
tional LSTMs and Temporal Attention to learn long-term de-
pendencies and correlation features which are hidden. WE-
Bee is designed as a hybrid model to soft-sense/estimate the
time series data of daily beehive weight variations.

Data Collection

To efficiently train any machine learning model, the quality
and quantity of training data need to be adequate. The qual-
ity of sensor data largely depends upon the sensor system
itself. A total of eight sensor systems were designed, devel-
oped and deployed at three different sites to collect data. Mi-
crocontroller of the sensor system is used to extract sensor
features, and transmit them from the remote site over a low
bandwidth channel. The carefully designed feature extrac-
tion process significantly reduces the size of data, e.g. each
audio recording of 2048 samples is reduced to 17 features
containing important amplitude and frequency information
of bee buzz. Table 1 lists all the features used by WE-Bee.
The details of data collected using each sensor system are
given in Table 2.

Sensor systems 14 and 15 were deployed in multiple
hives, whereas rest of the systems were deployed each in a
single hive. The deployment of sensor systems in hives how-
ever was not continuous for several reasons. Hardware and
software problems in early stages of field deployment often
forced us to pull systems from the hives to address the is-
sues. Sensors for CO, and hive weighing scales require fre-
quent re-calibration, for which they were repeatedly pulled
out. The water proofing of weighing scales has been a con-
tinuous concern, and heavy rains often cause malfunctioning
of scales. Sensor data where weighing scale(s) showed un-
realistic variations due to rain was also discarded.

Table 1: The composition of features used for WE-Bee.

Features Dimension
Temperature inside the hive 2
Humidity inside the hive 1
Atmospheric pressure inside the hive 1
COs, inside the hive 1
Vibrations inside the hive 3
Bee buzz (audio) inside the hive 17

| Temperature outside the hive | 3]
Humidity outside the hive 1
Wind speed 1
Rainfall 1

| Time of theday [ 2]
Week of the year (season information) 2

| Number of frames in the hive | 1]

WE-Bee is designed to estimate the weight variation pat-
tern for an entire day, hence problems with the data for even
a few hours on a given day make the data for entire day
unreliable. Attempts to use interpolation did not provide ad-
equate results because of complex nature of bee colonies.
Also, the beehives need regular inspections to ensure the
health of bees. The hives used in this study were inspected
every fortnight to make sure that the bees are healthy, and the
queen is laying eggs. During these inspections, hive frames
were pulled out one by one, with the hive open for up to 30
minutes during each inspection. Occasionally frames were
added/removed/swapped during these inspections, which led
to a change in the weight of the hive. For these reasons, data
from the days of hive inspections was also discarded.

The variation in total days of data collected from each sys-
tem in Table 2 is a result of different days of deployment, as
well as a different number of data days discarded for each
system. The data is collected with an interval of 10 minutes,
resulting in 144 data points per hive per day. WE-Bee is de-
signed using 48 data points per day, with an interval of 30
minutes between consecutive samples, which is adequate to
capture important variations in hive weight. We use the 144
data points collected each day to increase the quantity of the
training data, by extracting 3 sets of 48 data points from each
day in the training set.

Weather has a huge impact on the honey bee activity, and
is a significant factor in determining the hive weight vari-
ations. The data regarding external temperature, humidity,
rain and wind speed was collected using the online reports
generated by the Bureau of Meteorology (BOM) (Weath-
erServices 2021). These reports are generated every 15 min-
utes for BOM weather stations which are available through-
out Australia. We choose the closest weather station to the
beehive site for our training data. A significant lack of ac-
curacy was observed in the weather data at Site-C, which
is located approximately 48 km away from nearest weather
station. Rain was often reported when there was none at the
site of hives, which was evident by solar panels charging

Table 2: Break-down of data collected (days) for training and
testing of WE-Bee. A total of 1200 days of sensor data has
been collected from 3 different sites, using 8 sensor systems.
Site-B is approximately 170 km north of Site-A, whereas
Site-C is further 200 km north of Site-B. System 14 and 15
were deployed to collect data from November 2020, whereas
rest of the systems were deployed from March 2021.

System | Site-A | Site-B | Site-C | Total
ID (days) | (days) | (days) | days
11 - 117 48 165
13 - 95 43 138
14 97 66 37 200
15 105 27 - 132
16 - 123 67 190
17 - 86 - 86
18 - 77 68 145
19 - 73 71 144

| “Total || 202 | 664 | 334 | 1200 |
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Figure 2: The Network architecture of WE-Bee. The input features are represented by x;, whereas y; is the output of estimated
weight variation for a specific time step ¢. With a total of 48 samples of data per day, n is 48 in this particular case.

the batteries. At times the beehives experienced rain, which
resulted in noisy data on the weighing scales, but was not
reported by BOM. Inaccurate weather data, such as in this
case makes it difficult to estimate the weight of a beehive.

Size of a beehive also determines the capacity of the hive,
which is one of the factors impacting the weight variations.
Beehives come in different shapes and sizes, and the most
common ones consist of multiple chambers stacked on top of
each other. Each chamber contains multiple frames, which
are used by bees to make a wax comb to raise the brood, or to
store pollen and nectar. There is no standard design of a bee-
hive, and most of the beekeepers have their own preferences.
Some hives have 5 frames per chamber whereas some have
up to 10 frames. Even the size of frames can vary from hive
to hive. Beekeepers also change the number of chambers in
a hive from time to time, depending upon the availability of
nectar and the strength of the bee colony.

The data collected for this study is from hives of different
sizes, however the size of frame used in all these hives is
the same. A hive consisting of N chambers with M frames
per chamber, will be referred to as a hive of size N x M
frames. This allows the number of frames to be used as a
standard measurement for hive size, and the product of N
and M (number of total frames in the hive) can be used as
the total capacity of the hive. The number of frames in each
hive is used to calculate the weight variation of an entire hive
based on variations estimated per frame using WE-Bee. The
baseline for hive weight was obtained by measuring several
hives with empty frames and no honey bees. The average
weight of empty hives (not part of the dataset) is 1.06 kg per
frame, whereas the average weight of hives with pollen/nec-
tar in our dataset is 2.39 kg per frame.

Network and Experimental Setup

The architecture of WE-Bee is inspired by (Du et al. 2020),
where the authors use multivariate time series forecasting

using attention-based encoder—decoder framework. The au-
thors use their network to predict the values of a time se-
ries data in future, however we estimate the values of an
unknown sensor (weight) for the same time. Previous sec-
tions explain how weight of a beehive is dependent on many
different factors. WE-Bee exploits these dependencies to es-
timate/predict a series of weight values based on time series
data collected from internal hive sensors and relevant infor-
mation. Input to the network is a set of data collected from
internal hive sensors such as temperature, humidity, atmo-
spheric pressure, COs, acoustics and vibrations. Information
about the weather, week of the year (seasonal information),
time of the day, and the size of hive is also part of input.
All the inputs are processed to create a feature vector z; of
size 36 (see Table 1) for each time step ¢, with a total of 48
time steps per day. Figure 2 shows the network architecture
of WE-Bee, with hyper-parameter settings given in Table 3.

Table 3: Hyper-parameter settings for WE-Bee.

Parameter Value
Units in input dense layer 250
Activation function of dense layer Leaky ReLLU
Units in encoder 250
Units in decoder 500
Bi-LSTM merge mode concat
Activation function of attention layer softmax
Dropout (dense, encoder, decoder) 0.7
Units in output dense layer 1
Activation function of output layer linear
Max training epochs 1000
Batch size 128
Loss function MSE
Optimizer Adam




Daily weight variation estimation of a beehive is a many-
to-many sequence-based problem, with both input and out-
put having multiple time-steps. The change in hive weight at
any time step, with midnight weight as a reference, is depen-
dent upon all the bee activity and environmental conditions
till that time step. The weight itself varies in a pattern and
each estimation should properly fit between its neighbors.
The use of bidirectional LSTMs (Bi-LSTMs) as our encoder
and decoder leverages both past and future contexts within a
day. This allows the network to be robust against occasional
noisy samples in the input features, and helps with accurate
weight estimations. The hidden states of our encoder are at-
tended by the decoder (via an attention layer) to utilise the
most important information for transforming (decoding) in-
put features to weight estimation y, for each time step ¢.

Let x; and y, be the input feature vector and output weight
estimate respectively for every time step ¢, where t = [1 : n]
for each day. Our network first projects x; onto a sequence
of 250 dimensional embeddings z;. These embeddings are
encoded by a Bi-LSTM into a context matrix, which is a

%
concatenation of its hidden states h; (forward h; and back-
ward hy).

he = [y, e )

The decoder estimates the weight using the context vec-
tors C;. The dot-product attention mechanism is used to
compute the context vectors, which are generated as a
weighted sum of the hidden states of the encoder Bi-LSTM.
The attention mechanism passes on the most useful encoder
hidden representations to the decoder. The context vector Cy
can be formalised as:

Gt:[WXht]+b (2)

where W and b are attention weight and attention bias re-
spectively.

a; = Softmax(et) 3)

Ct =a X ht (4)

We used Keras, which is a high-level API of TensorFlow
2 to implement our model. The system used for training
has an Intel® Core™ i7-10700K CPU @ 3.80GHz with 16
cores, 32 GB of RAM and a single NVIDIA GeForce RTX
2080 SUPER GPU with 8GB of memory. The network has
approximately 5 million trainable parameters. 5-fold cross-
validation was used to test the performance of WE-Bee and
the MSE of test set was monitored during training with an
early stopping (patience of 100) to avoid over-fitting.

Results and Analysis

The quantitative results for 5-fold cross-validation for all
folds of dataset are shown in Table 4. The test scores of
Mean Square Error (MSE) for each fold are reported in
grams per frame. The average error for all folds is 13.58
grams, with a standard deviation of 0.8 grams per frame. To
make more sense of what these errors represent, the label
variations as well as the estimated variations are added with
an offset of 2.39 kg, which is the average weight per frame in
our dataset. The percentage error between estimated weight
and label weight for the frame is then computed for each

Table 4: Results from 5-Fold cross-validation with a random
shuffle of entire dataset. The Mean Square Error (MSE) is
reported for 11,520 data-points (240 days x 48 data-points
per day) per fold. Mean Absolute Error (MAE) is reported
as a percentage of error for an average frame of 2.39 kg. The
scatter plot for weight labels and weight estimations at the
end of day is shown in Figure 4.

MSE | MAE | Variance of

Fold (grams/frame) %0 % errors

1 14.8 0.58 0.74

2 139 | 0.54 0.67

3 132 | 054 0.60

4 13.3 0.56 0.67

5 12.7 0.53 0.61
Avg 136 [ 055 0.66 |

Std Dev 0.8 0.02 0.06

point in each day in the fold. The percentage Mean Absolute
Error (MAE) and the variance of percentage error for each
fold are reported in last two columns of Table 4 respectively.

Some examples of estimated weight variations per frame
by WE-Bee, as well as the label weight variations per frame
from the test set are shown in Figure 3. A total of 48 estima-
tions are generated for each day, with the weight at midnight
(00:00) as starting reference for each day. The daily estima-
tions can be divided into two categories. One where errors
for all estimations within a day add to a negligible error by
the end of the day, as shown in examples of Figure 3 (a)
and (b). The second category is where the accumulated error
for all 48 estimations within a day lead to either an over-
estimate or under-estimate of weight variation, as shown in
examples of Figure 3 (c) and (d) respectively.

150 e Labels (a) (b)

100 = Estimations

50

-50
150

100

Weight change (grams)

-50

00:00 05:00 10:00 15:00 20:00  00:00 05:00 10:00 15:00 20:00
Time (HH:MM)

Figure 3: Test-set examples of daily weight variation labels
per hive frame, and the estimations for the same. First weight
reading for each day at 00:00 is the reference for variations
throughout the day. Daily weight variation estimations lead-
ing to a negligible error at the end of the day are shown in
(a) and (b). An over-estimate of the daily weight on a day
with occasional rain can be observed in (c). Example of an
under-estimate of the daily weight is shown in (d).
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Figure 4: The scatter plot of actual weight of frame at the end
of day, against the estimated weight for the same. These re-
sults for 1200 days in the dataset are obtained after merging
the test results of all 5 folds (Table 4). The Pearson correla-
tion between the two is r = 0.794, with p less than 0.001.

For cumulative estimation of hive weight over multiple
days, estimation for each day starts from where the estima-
tion of previous day had ended. So the error in weight esti-
mation at the end of the day (see Figure 3 (c) and (d)), prop-
agates to the weight estimations for next day(s). A biased
network with minor but consistent over/under-estimates will
lead to a huge error over cumulative estimations. However a
network with the Gaussian distribution of errors, will have a
smaller accumulated error. Figure 4 shows the scatter plot of
actual against estimated weight per frame per day. The net-
work shows slight bias towards over-estimating the weight
when the hive loses weight for a given day (cases where ac-
tual weight is less than 2.39 kg per frame). However when
the hive gains weight by the end of day (cases where ac-
tual weight is more than 2.39 kg per frame), the network
is slightly biased towards under-estimating the weight. This
is a classic example of an unbalanced dataset causing the
network to be biased, with a mean absolute error of around
0.5% at 2.35 kg and around 1% at 2.50 kg of actual weight.

Performance on Unseen Sensors/Hives

A randomly shuffled dataset is used for the 5-fold cross-
validation. As a result, data collected by each sensor sys-
tem is available in both the training set and the test set. One
of the issues with electronic sensor data is that sensors tend
to add a specific bias to collected data, and this bias varies
even between the sensors of same type. This bias acts as a
signature which deep networks can exploit and overfit for
sensor systems in the training set. The performance of deep
networks is put to real test when they encounter data from
unseen sensors, and hence cannot exploit the sensor bias. To
thoroughly test the performance of WE-Bee, another set of
evaluations was performed. This time the model was trained
using data collected by all sensor systems except for one,

Table 5: Results from training on multiple hives and testing
on an unseen hive. The details of data collected from each
system are reported in Table 2.

System MSE MAE | Variance of
ID (grams/frame) % % errors
11 20.7 0.79 1.24
13 16.8 0.73 0.98
14 12.2 0.58 0.66
15 10.3 0.54 0.51
16 16.8 0.72 1.04
17 7.6 0.38 0.27
18 16.9 0.65 0.90
19 21.7 0.69 1.23
| T Avg || T T T 547 064 [ 0.85 |
Std Dev 4.9 0.13 0.35

and the performance was tested on the data from the system
which was not used for training. This was repeated for every
sensor system, and as sensor systems are allocated to spe-
cific hives, we were also able to evaluate the model on hives
which were not part of training set.

The sensor system specific results are reported in Table 5,
where the first column indicates the system ID which was
used for testing, but not for the training. A more realistic de-
viation in these results can be observed, with relatively high
MSE and percentage MAE compared to those reported in
Table 4. Percentage errors computed for each sensor system
were pooled together and Figure 5 shows the histogram of
percentage errors between labels and estimations for all the
sensor systems combined. However this histogram is only
for the errors at the end of each day, representing the propa-
gation errors in percentage for 1200 days. The Gaussian dis-
tribution of percentage errors indicates that there is no major
bias in estimations.

50 1

40
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o

104

-3 -2 -1 0 1 2 3
Percentage error

Figure 5: Histogram of percentage errors between final la-
bel and final estimation for each day (propagation error) in
the entire dataset (1200 days). Results obtained after indi-
vidually testing each system (Table 5) are pooled together to
obtain the error histogram.



Performance on Cumulative Estimation

The cumulative weight estimation capability of WE-Bee for
unseen data was tested on data collected using sensor sys-
tem 14. This system was deployed in hives for a total of 200
days, more than any other sensor system used in this study.
The test set in this case consists of data collected via sys-
tem 14 only, and has not been shuffled to preserve the order
of days. As a first step, all the frame weight variation labels
for sensor system 14 were stitched together. This was fol-
lowed by converting the frame weight variations into hive
weight variations, by multiplying it with the actual number
of frames in hive on that day. This process was repeated for
the daily frame weight variation estimations generated by
WE-Bee as well. The starting offset for both the labels and
estimations was set using the actual weight of the hive mea-
sured on the first day. This provided us with two sequences,
one for hive weight labels and other for hive weight estima-
tions as shown in Figure 6.

The sharp increase in the weight around day-5, as shown
in Figure 6, is a result of a beekeeper merging two hives to-
gether to make a stronger colony, which changed the size of
the hive from 2 x 10 frames to 3 x 10 frames. The weight
estimates are reasonable till around day-30, after which the
model over-estimates the daily weights till day-97. The ma-
jor reason for the over-estimations in this period is the lim-
ited training data. System 14 along with system 15 were the
only two systems deployed at Site-A. During this period,
other systems were not deployed in any hives. With sys-
tem 14 being used for testing, the network only has data
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Figure 6: The weight of hive(s) with sensor system 14 esti-
mated for 200 days. Between day-30 and day-97, WE-Bee
over-estimates the daily weight change, and the error accu-
mulates over time resulting in diverging patterns. System 14
is then deployed at a different hive on day-98, and the size of
hive changes from 3 x 10 frames to 2 x 8 frames, resulting in
a sharp drop in the weight. From day-97, the weight varia-
tion estimations are quite accurate till day-200, and only the
previously accumulated error can be seen propagating in this
period.

from system 15 available for training for this time of the
year. The variations in weight are very season specific, and
the lack of training data for this season makes the network
under perform.

After day-97, the system 14 was deployed in new hive of
size 2 x 8 frames at Site-B, where the other seven systems
were also deployed to collect data form beehives of varying
strengths. With diverse data available for training, the perfor-
mance of WE-Bee improves drastically. The trends of labels
and estimations between day-98 and day-200 in Figure 6 are
very similar. The error during this period exists because we
deliberately did not set a starting reference for estimations
at day-98, when sensor system 14 was moved to a new hive.
The model uses the last estimated weight from the previ-
ous hive with a total of 30 frames (day-97), and the size of
the new hive with a total of 16 frames to calculate the new
weight reference. In practice, beekeepers either weigh their
hives using manual scales, or take a calculated and reason-
ably accurate guess about the weight of hive during hive in-
spections. This weight can be fed to the model, and used as a
reference to estimate the weight and weight variations of the
hive till the next inspection. This will significantly limit the
duration and the magnitude of the propagation error. WE-
Bee correctly estimates the trend of change in weight for
more than 14 weeks after day-97, and this trend is often an
adequate piece of information for the beekeepers.

Conclusion

This work proposes a hybrid for soft sensing and time series
forecasting to estimate the daily weight variations of bee-
hives. The results from Table 5 show an average mean abso-
lute error of 0.64% for estimating a total of 57,600 weight
points for 1,200 days in the dataset. These estimations are
for the sensor systems and hives which were not part of the
training set. This validates the good performance of WE-Bee
for unseen data. With adequate training data, the cumula-
tive estimation for extended periods also shows promising
results. The hives used for the data collection were allowed
their natural variations in colony strengths and forager ac-
tivity, and were moved to sites at a significant distance from
each other to collect geographically diverse data. The diver-
sity of the training data played a significant role in the qual-
ity of estimations. The features for training were selected
after an in-depth study of bee behaviour, and the impact of
environment on bee foraging activity. Instead of trying to
remove the impact of environmental noise (wind, rain and
other external agents) from sensor data, the weather infor-
mation was used as additional training features to increase
the robustness of model against this noise. Rather than using
raw sensor data such as audio, we used carefully selected
features to achieve robust performance for beehive weight
estimation. In future, we plan to explore the contribution
of each input feature in estimating the weight variations of
hive, while training and testing WE-Bee on a bigger dataset.
We will also investigate the impact of using more than 48
samples per day on the performance of WE-Bee.
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