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Abstract

Recommender systems have begun to use knowledge distilla-
tion for balancing privacy guarantee and lightweight require-
ments with recommended precision. They can extract knowl-
edge from a teacher model with high parameters and high
latency to train a student model with low parameters and low
inference time while maintaining considerable performance.
However, the current technology still faces the two challenges.
First, most methods only focus on how student models can
better imitate the results of the teacher model, but in reality,
teacher models’ performance is often not as good as expected
due to the problem of data sparseness. Second, knowledge
distillation is still challenging due to user privacy protection
requirements. Aiming at the above problems, we propose a
new RECommendation framework with Generated Adver-
sarial Network and Knowledge Distillation called GD-REC.
GD-REC use the generative adversarial network to generate a
recommendation list and reconstruct the knowledge distillation
loss function to process data. In this process, our framework
generates a recommendation list to alleviate the problem of
data sparseness, and more efficiently transfer knowledge to
a student model for training. Specifically, the student model
does not use the original users’ dataset for training. As a result,
we strengthen user privacy protection. Extensive experimental
results on public datasets show that GD-REC outperforms that
existing methods in terms of accuracy and efficiency.

Introduction

While the amount of data on the Internet is increasing,
users are overwhelmed by excess information (Jarvelin and
Kekaldinen|2002). This phenomenon is called information
overloading. Recommender system, being an effective tool
to solve information overloading, has been widely used in
many areas (He et al.|2017; [Batmaz et al.|2019).
Recommender systems based on neural network models
often use significant computing resources and rely on large-
scale trainings. Effects they bring are naturally apparent, but
the cost is very high (Zhang et al.[2019a). Many existing rec-
ommender systems are associated with high-level parameters
(Kweon, Kang, and Yu/|[2021; |Li et al.[2016). The recom-
mended model parameters are typically one or more orders
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of magnitude larger than the traditional models. The compu-
tation cost is also much higher. Therefore, how to deploy a
practical recommendation model that is suitable for a wild
application, such as on a real-time website or in a resource-
constrained environment, is very challenging.

To solve this problem, many existing works have begun
to apply knowledge distillation (Tang and Wang|2018; |Lee
et al.[2019; [Kweon, Kang, and Yu|[2021). It is a model-
independent technology that can use a high-performance
and high-complexity teacher model to train a simpler and
more efficient student model. It, basically, is divided into
two steps: first, a teacher model needs to be trained with
the interaction between users and items. This dataset has a
binary label: 1 means that the user purchases or clicks on an
item; otherwise, it means there is no relationship. Next, the
teacher model’s predictions (“’soft labels™) and the original
data are used to train a student model. Student models after
knowledge distillation training can not only achieve the same
performance as the teacher model but also has lower param-
eters and recommending delay (Hinton, Vinyals, and Dean
2015).

The core idea is to use a teacher model to transfer the
knowledge to a student model, thereby accelerating and im-
proving the training in the student model. The knowledge
includes implicit preferences for interaction between users
and items, and more importantly, it conveys potential feed-
back between users and items. The feedback is often not
learned by simple student models. Through the additional
supervision of the teacher model, several current methods
achieve a performance comparable to the teacher model with
a shorter reasoning time.

However, the existing methods still have limitations. On
one hand, a fundamental prerequisite in knowledge distilla-
tion is that a teacher model with excellent performance is
needed. Through the guidance of an excellent teacher model,
the student model after knowledge distillation can have con-
siderably good performance. The problem of data sparseness
in recommender system often leads us to fail training an
excellent teacher model (Li et al.|2016). Due to the lack of
interaction between users and items makes the knowledge
transmitted by a teacher model incomplete. It is unable to
identify the user’s potential preferences (Mishra and Marr]
2017), resulting in a decrease of accuracy. It is essential to
alleviate the problem of data sparsity and strengthen the train-



ing of teacher models.

On the other hand, for an effective recommender systems,
another challenge is privacy protection (Chen et al.|2018}
Li et al.||2019). The new bill of General Data Protection
Regulation introduced by the European Union indicates that
supporting user data security management will be a global
trend, especially for recommender systems. Users do not
want the goods they have purchased to be leaked (Good
fellow et al.|2014). To meet this challenge, we propose a
knowledge distillation scheme without being in touch with
users’ original data, instead, our student recommendation
model uses generated data and knowledge distillation for
training.

We propose a new data-free RECommendation frame-
work called GD-REC. The GD-REC combines Generative
Adversarial Networks and Knowledge Distillation to alle-
viate the problem of data sparsity, thereby reducing recom-
mended model parameters and achieving large-scale deploy-
ment. Unlike most existing recommender system methods
simply based on knowledge distillation technology, we incor-
porate generative adversarial networks into the knowledge
distillation training process. Specifically, using a generative
network to generate data similar to the user distribution can
effectively alleviate data sparsity and make the teacher model
more accurate. Moreover, the generated data list is used for
knowledge distillation training so as to protect the privacy of
users data. The results show that the student model trained
with GD-REC can achieve better performance as compared
with the other existing methods.

The proposed GD-REC framework can be applied to many
open-world scenarios because it alleviates the problem of
data sparseness and trains teacher models with higher perfor-
mance, and enhance user privacy protection. The purpose of
framework is to keep the balance of accuracy, efficiency, and
privacy in the recommendation system. The main contribu-
tions of our work are summarized as follows:

* We developed a novel knowledge distillation recommen-
dation framework, GD-REC. The GD-REC is suitable
for lightweight recommended scenarios. It reduces model
parameters and model recommending time, and thus, facil-
itates a large-scale deployment of recommendation mod-
els.

* Different from traditional knowledge distillation tech-
niques, GD-REC uses generative adversarial networks
for training. It alleviates the problem of data sparsity and
better trains excellent teacher models.

* Since student models only use the generative adversarial
networks to generate recommendation list data and real-
ize knowledge distillation recommendation for training
without being in touch with users’ original dataset, user
privacy is protected.

» Through extensive experiments on real datasets, the ad-
vantages of the GD-REC framework is verified: our exper-
imental results show that GD-REC is more accurate than
the current state-of-the-art knowledge distillation methods
measured by HR and NDCG.

Related Work

Knowledge distillation can be applied to the recommenda-
tion as proposed by Hinton (Hinton, Vinyals, and Dean|2015)).
The key idea is to transfer teacher models’ knowledge learn-
ing to student models, and compress the model. The Ranking
Distillation(RD) proposed by Tang et al (Tang and Wang
2018)) is a novel method of knowledge distillation recommen-
dation, which can make student model pay more attention to
the top-K list output by a teacher model, allowing the student
model to learn not only from labelled data but also from un-
labeled data. Collaborative Distillation(CD) (Lee et al.[2019)
improves the RD to disregard the soft target information in a
distillation process, allowing students to imitate the teacher
model’s logit prediction score and the item with higher rank-
ing recommendation. Kweon et al (Kweon, Kang, and Yu
2021)) proposed Bidirectional Distillation(BD), which rec-
ognizes that students can also perform better than teachers.
Trained in the bidirectional way, both teacher and student are
improved compared to when being trained separately. The
current knowledge distillation recommendation methods still
have key limitations. Student models pay more attention to
the top-K list of teacher models. However, due to the sparse
data of a recommender system, the teacher recommendation
list may not describe user preferences. It is critical to perfect-
ing user portraits and building a better and powerful teacher
model in order to distil better. In reality, training data sets
often have security restrictions or may not be fully available.
Therefore, it is necessary to study the recommended model
compression method in the absence of data.

In this paper, we focus on the problems of data sparsity and
privacy in lightweight recommended scenarios. We propose
a new knowledge distillation recommendation framework
named GD-REC. The GD-REC recommendation framework
allows the final recommendation model to achieve distillation
training without being in touch with the users’ original data.
The GD-REC adopts the idea of a generative adversarial net-
work to alleviate data sparseness. It trains a high-performance
student model from a teacher. Furthermore, it reduces the
parameters of the recommended model and achieves a large-
scale model deployment.

Our GD-REC Framework

We propose the GD-REC framework that student model does
not use original user data, instead, learns from teacher pre-
dictions and generated data. The GD-REC method has two
critical components: 1) generating user data by the adversar-
ial networks, and 2) transferring the knowledge distillation
technique between the teacher’s prediction and the student’s
prediction.

Generating Recommendation List

Our generative adversarial network framework is constructed
based on CGAN (Mirza and Osindero|2014), in which gener-
ator(G) and discriminator(D) are inputs based on user con-
ditions. It can meet the needs of users’ personalized recom-
mendations. The two inputs to the generator are the vector C
representing items purchased by a user and random noise Z.
G will generate an n-dimensional fake purchase vector GF.
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Figure 1: llustration of GD-REC framework. On the left, generating a recommendation list related to user preferences and
interests. On the right, knowledge distillation based on the generated recommendation list, and transferred knowledge extracted

from the teacher’s prediction.

At the same time, the discriminator gives its binary discrimi-
native value of true or false according to the input GF. Both
G and D use multilayer neural networks, which are param-
eterized by ¢ and 6 respectively. Each value in the vector
GF is the probability of the user interacting with the item. D
outputs a binary judgment value {1,0}. We use stochastic
gradient descent and back propagation to train G and D, and
alternately update their parameters by ¢ and 6 during the
training process. When one of them is updated, the other will
be fixed. Users vector is used for adversarial training, and
recommendation list is output by iterative training.

In the overall process, our generative adversarial networks
are consistent with traditional generation networks. However,
the traditional generation networks cannot be directly used
in the recommender systems scenario because its fundamen-
tal goal is to generate real data. The Red Green Blue-based
image representation is different from the binary interaction
vector in a recommendation system. When generator(G) tries
to generate a fake purchase vector that can deceive discrimi-
nator(D), the most straightforward and practical method is to
generate a binary interaction vector with output predictions.
This result is contrary to reality. It cannot correctly capture
the user’s personalized preferences and generate a suitable
top-K recommendation list. To solve this problem, a mask
mechanism is added.

The main idea of the mask mechanism consists of two
parts: first, a new sampling method is adopted. We aim to
let the generator perform negative sampling. Each individual
user’s data in the interaction matrix that has not interacted
between the user and the item is randomly selected as a nega-
tive sample. In our experiment, the random selection ratio is
controlled at 30%. We train the generator to make its predic-
tion score for negative samples to approach zero. Second, in
each training iteration, the GF output by the generator will

perform a dot product operation with the vector E,,.

i=GF, o FE, (D

Where the value of the vector E), is a binary vector. If there
is an interaction between the user and the item, the value is
1. Otherwise, it is 0. Our goal is to better guide the vector
generated by the generator to make the purchased item score
be closer to 1, and the unpurchased vector to approach 0.
Therefore, it can better simulate the real user data and allevi-
ate data sparsity. After doing so, only the output of G is more
in line with user preferences to help the learning of G and D.

JP = =3 u(log D (GF.IC.) +
log (1 = D(GF, ® (E, + Ky)|Cy))
J¢=> u(log(1-D(GF, ® (B, + K,)|Cy))) (3)

Where C,, represents the input user’s actual purchase vec-
tor, K, represents an n-dimensional indication vector. If the
user interacts with the item, K, represents 1; otherwise it is
0.

2

Data-Free in Knowledge Distillation

We design a knowledge distillation method without original
data to transfer knowledge. Similar to the traditional knowl-
edge distillation method, the training of model requires two
steps. First of all, a teacher uses the generated recommenda-
tion list and the binary training set for simultaneous training,
and obtains a predicted preference score (“’soft target”) of
the teacher model for the items in the generated list. Sec-
ond, the student network uses the recommendation list and
the teacher’s soft target to train a smaller student model. In
this process, the teacher model can make reasonable use of



Algorithm 1: Training Student Model

Input: GF, Original datasets R, 61 and 6¢
Qutput: 05
: Initialization 7 and Og
Train 67 with original datasets
Train 67 and 65 with generate recommendation list
while no converged do
for u,i € GF do
Get the prediciton of 61
Compute Lar (95) and Lop (95; 9T)
Update 05 using Equation (3]
end for
end while
return 0g
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the generated list to alleviate the challenge caused by data
sparsity. Consequently, it accelerates student learning. The
results show that the teachers trained with GD is better than
the traditional KD. Based on this idea, we reformulate the
teacher model and student model loss as follows:

Ly (0r) = Lcr (01) + Lar (O7) “4)

Ls(0s) = Lar (0s) + Ar—sLap (0s;07) )

We design an improved collaborative filtering loss func-
tion to better use the recommendation list generated by the
generative adversarial network. Current knowledge distilla-
tion methods recommend using raw data to calculate the
cross-entropy loss between the predicted label and the hard
label. This method may not be optimistic in real world sce-
narios. Additionally, traditional knowledge distillation does
not consider user privacy. We believe that, for now, the use
of generated data to make model predictions can help protect
user privacy, and speed up student model training, allowing
student models to focus on accurate results.

In most cases, the overall performance of a teacher is better
than that of a student, so the teacher’s prediction is more reli-
able than the student. Therefore, students still have to follow
the teacher’s prediction in the generated recommendation list.
We formalize the distillation loss of the teacher’s knowledge
transfer to the student. Based on the original loss, we put
more emphasis on the prediction of the generated recom-
mendation list. Therefore, the following distillation loss is
designed for each user:

Lap (0s:07) =— > (qlog (P (u,1))
i€EGF(I) 6)

+ (1 —q)log(1—= P (u,i))

Where P (u, i) the prediction of a recommender and the
GF(I) represents a set of items in the recommended list.
P (u,1) is calculated by o (zy;/t) ,o ()is the sigmoid func-
tion, 7 is the temperature, and z,,7 is the logit value output by
the model.

Dataset User Item Ratings Sqarsity
CiteUlike 5219 25975 130799 99.91%
Yelp 25677 25815 730623 99.89%
Foursquare 2293 61858 537167 99.62%

Table 1: The characteristics of three data sets

Overview of the GD-REC Framework

Figure 1 shows an overview of the GD-REC framework.
The overall model is divided into two parts: the left part is
the generative adversarial networks, and the right part is the
knowledge distillation module. The model is divided into
two training phases. The first phase is trained offline. The
Generator and Discriminator jointly conduct adversarial train-
ing to generate a recommendation list and train a powerful
teacher model. The well-trained teacher model is then used
to make predictions on the generated recommendation list.
The additional knowledge is used in the second stage to train
a smaller student model, producing the final recommenda-
tion list. Since the teacher model has the characteristics of
high parameters, high performance, and high computational
cost, it can provide additional knowledge for student model
training. After training, the student model inherits the high
performance of the teacher model. Therefore, users only need
to download the lightweight student model to complete ef-
ficient recommendation applications.Algorithm 1 shows a
complete GD training process.

Experiment

In this section, we set up 18 experimental environments (3
real data sets * 2 experimental models * 3 model parameters
of different sizes) to verify the effectiveness of our GD-REC
framework.

Experimental Setup

Datasets. We use three public real-world data sets for exten-
sive experiments: CiteULike (Zhang, Lian, and Yang|2017)),
Foursquare (Yang et al.[2014), Yelp (He et al.[2016)). In a pre-
processing, we filtered users and items with less than 5 sets of
data in CiteULike, Foursquare, and less than 10 users in Yelp
(Kang et al.[2019). Table 1 summarizes the characteristics of
three data sets.

Base Models. Since the GD-REC framework is suitable for
any top-K recommendation model, we choose two models
with different architectures and optimization strategies to
verify the effectiveness of GD-REC. They are a deep learning
model, NeuMF, and a latent factor model, BPR. The two
models are widely used in top-K recommendation scenarios.
As a model for teachers and students, it can better verify
the impact of generative adversarial network and knowledge
distillation technology on recommendation accuracy.
NeuMF (He et al.|2017)is a deep learning recommenda-
tion algorithm, based on matrix factorization and multi-layer
perceptrons to learn the interaction between users and items.



Model Method CiteULike Yelp Foursquare
HR@50 NDCG@50 HR@50 NDCG@50 HR@50 NDCG@50

Teacher 0.125 0.033 0.085 0.034 0.186 0.064
Student 0.069 0.179 0.058 0.016 0.127 0.049

NeuMF CD 0.082 0.022 0.071 0.018 0.154 0.059
RD 0.075 0.019 0.066 0.016 0.144 0.054
BD 0.092 0.024 0.077 0.020 0.165 0.063
GD 0.105 0.027 0.073 0.022 0.169 0.059
Teacher 0.139 0.037 0.107 0.030 0.191 0.064
Student 0.072 0.015 0.045 0.015 0.102 0.037

BPR CD 0.080 0.018 0.066 0.014 0.151 0.056
RD 0.078 0.017 0.066 0.015 0.141 0.051
BD 0.085 0.021 0.073 0.024 0.161 0.061
GD 0.097 0.023 0.077 0.018 0.163 0.058

Table 2: Performance comparison of each model on three datasets

BPR (Rendle et al.[2012)is a sorting recommendation algo-
rithm based on matrix factorization, focusing on user privacy
feedback. It uses the pairwise loss function for optimization.

Evaluation Protocol. We follow the leave-one-out eval-
uation protocol (Kang et al.|[2019). For each user, the last
timestamp of the interaction record between user and item
as test data, and the rest data is used to train the model. We
select all unrated items as candidate items. Although it is
time-consuming, it enables a more thorough evaluation com-
pared to using random.

Evaluation. We focus on top-K recommender systems, and
use a wide range of metrics to measure the accuracy of the
top-K recommendations including hit rate (HR) and normal-
ized cumulative depreciation return (NDCG(Batmaz et al.
2019)). The size of the ranking list K HR@K and NDCG@K
are 50. HR@K tests whether the item appears in the top-K
recommendation list or not, and NDCG@K recommends
higher-ranked items to the top-K to calculate higher scores.
The higher the value, the better the recommendation. We
calculate the two indicators, HR@K and NDCG@XK for each
user and then calculate the average score. The final score
reported is the value of the score of five independent runs.

Methods Compared. The proposed GD-REC framework
is compared with the most advanced methods below:

Ranking Distillation (RD) (Tang and Wang|2018)) is a pio-
neering work that combines knowledge distillation with a top-
K recommender system. In RD, the teacher model teaches
the student models to predict the top items for training.

Collaborative Distillation (CD) (Lee et al.[2019) uses the
soft target of the teacher model to train the student model to
solve the problem of RD, that is, ignoring the output of the
teacher model.

Bidirectional Distillation (BD) (Kweon, Kang, and Yu
2021) is the most advanced method of applying KD to rec-
ommender systems. The teacher and the student are collabo-
ratively improved with each other during the training.

Implementation Details. We use PyTorch (Paszke et al.
2019) to implement and the Adam optimizer with L2 reg-
ularization to train all Base Models. For each data set,
the hyperparameters are adjusted by using grid search
on the validation set. Learning rate is selected from
{0.1,0.2,0.01,0.02,0.001,0.0001}, and the model regular-
izer is chosen from{10~!,1072,1073,10~*}. The batch we
set is 1000, and the early stop strategy is adopted. For the
two basic models (BPR, NeuMF), the number of negative
samples is set to 1, and for NeuMF, a two-layer MLP is used
as the network.

For knowledge distillation methods (RD,CD,BD,GD), in
each model and each data set, we increase the number of
model parameters until the recommended performance does
not increase anymore, and then use the highest performance
model as the teacher model. The well-trained teacher models
are represented by BPR-T and NeuMF-T. For the student
model, we construct it by building the teacher model and
use 50% and 30% of the learning parameters. Among them,
BPR-S and NeuMF-S represent student models that only re-
ceive top-K recommendation training. Note that the student
model did not make any changes to the model structure. The
weight for KD loss is chosen from {1,107!,1072,107%}
and the temperature ¢ for logits is chosen from {1,2,5,10}
A are set to 0.7. For other hyperparameters, we use the val-
ues recommended from the public implementation and the
original papers.

Performance Comparison

Table 2 shows the top-K recommendation performance of
each method on three real data sets and two different Base
models. In Table 2, Teacher and Student represent the basic
models trained separately without the aid of any technology.
CD,RD and BD are the results of training. GD corresponds
to the result of using KD in this article. The GD method
is superior to the existing state-of-the-art KD methods on
two base models with different architectures and optimiza-
tion strategies. In the following, we analyze the results from
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different perspectives.

First of all, we have observed in the experiments that the
proposed GD framework can effectively improve the perfor-
mance of the student model, especially on the CiteULike
dataset the HR @50 of NeuMF goes up from 0.075 to 0.105.
The student model of the GD method can learn from the
teacher’s prediction and the generation of the recommenda-
tion list to learn the user’s potential preferrence, including
the relationship between users and items. Compared with
other methods, our models have limited ability to reduce
the adverse effects of large performance gaps, and pay more
attention to accurate information to achieve more effective
training.

Second, we found that GD achieves higher performance
gains, especially in the BPR model performance (the
NDCG@50 in CiteULike goes up from 0.017 to 0.023). The
advantages of GD come from two reasons. It focuses more
on adversarial network generation lists because it can score
close to 1 in interaction items and vice versa. It can better
capture the ranking order of interaction or non-interaction
items. Similarly, in the process of GD’s internal knowledge

method K=5 K=10 K=20
Blurm 0.184 0.263 0.364
DPAE 0.185 0.285 0.397
Hit@K DPMF 0.195 0.280 0.394
GERAI 0.333 0.495 0.670
GD 0.321 0.504 0.634

Table 3: Recommendation effectiveness results

distillation, improved teacher models can effectively alleviate
the challenges brought by sparsity, thereby accelerating the
progress. The knowledge conveyed by the improvement of
teacher performance will be more accurate. To verify the ef-
fectiveness of this contribution, we will conduct an in-depth
analysis in Design Choice Analysis experiment.

Finally, we observe that GD is for the most part superior
to the comparison method. However, the improvements are
not quite strong in Yelp’s HR@50. These are the results
we predicted because our student model uses the generated
recommendation list and the output of the teacher network
for training. Our student model is not exposed to the original
data training, and does not to use all the data set training like
other methods. Although the performance cannot be further
largely improved, the privacy protection effect that GD brings
in is more in line with applications in a real world.

Accuracy and Privacy

To strengthen the validity and privacy of our model in a
personalized recommendation, we conducted experiments
in the ML-100K datasets. It contains 100,000 ratings from
943 Users on 1,682 movies collected from the MovieLens
website. We summarize recommendation Model Performance
on recommended system privacy protection with Table 3.
We make a comparison with the recent work related to the
privacy protection of recommendation systems, especially
differential privacy. It can be seen that the recommendation
accuracy of GD in the case of K= {5, 10, 20} keeps relevant
competitiveness with the recommendation system combining
differential privacy and graph neural network. It is important



MODEL CiteUlike Yelp Foursquare
NeuMFE-T KD 0.117 0.079 0.162
GD 0.125 0.085 0.180
BPR.T KD 0.122 0.087 0.172
GD 0.139 0.107 0.191

Table 4: Comparison of teacher performance on knowledge
distillation of each model on three datasets

to note that, unlike other literature, our model training does
not use original data. The use of differential privacy and other
related technologies to protect recommended user privacy
still has the risk of disclosing original data. Our method ben-
efits from generative adversarial network manufacturing fake
recommendation lists and has stronger privacy protection
capability.

Model Time Comparison

Figures 2 and 3 show the experimental results of the online
reasoning efficiency of different base model sizes. To make
inferences, we use Pytorch with CUDA on Intel(R) Xeon(R)
Silver 4215 CPU and Tesla V100 GPU. We report the per-
formance of the two base models on the CiteULike dataset
at different model sizes and their inference time. Figures
2(a) and 2(b) respectively plot the performance of BPR and
NeuMF models with different parameter sizes in terms of
under the same index. Figure 3 compares their inference time.
In these figures, T represents the teacher model, M represents
the medium model size (i.e., 50% teacher), and S represents
the small model size (i.e., 30% teacher).

We observe that the model size is directly proportional to
the model accuracy, and the trend is always the same in the
two different optimization strategies, BPR and NeuMF. When
compared with the teacher model, the student model trained
with GD achieves similar performance with only about 50%
of the learning parameters. Smaller models require less com-
putational cost and memory cost so that less inference can
be obtained. Our method achieve a better trade-off between
effectiveness and efficiency. Especially in the deep recom-
mendation model with many learning parameters, we can ob-
tain higher accuracy from a smaller model size. GD-REC can
be applied to recommender systems applications, which will
significantly improve the efficiency of online recommending.

Design Choice Analysis

We have conducted a quantitative and qualitative analysis of
the proposed method, which has verified the superiority of
our design choices. In terms of teacher model performance,
the comparison is summarized in Table 3. For the two basic
models, we study the performance of the teacher model on
the three data sets of HR @50, where KD represents normal
knowledge distillation training to obtain the teacher model
results, and GD represents the teacher model that uses the
generated adversarial networks to generate data for additional
training.
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As shown in Table 3, trained by the GD method using the
same structure of the teacher model are better than the ordi-
nary knowledge distillation method (e.g., HR@50 in Yelp
goes up from 0.087 to 0.107). This result demonstrates the
advantage of using generative adversarial networks for addi-
tional supervision. By generating the additional training of
the recommendation list, a high-performance teacher model
can be effectively improved. This improvement is due to
the fact that our generative adversarial network approach is
trained by vector adversarial training. With the competition
of G and D, we obtain more reliable prediction scores and
generate recommendation list data that meet user preferences.

Hyperparameter Analysis

In this section, we focus on the influence of hyperparameters
on the GD process. We report the HR@50 and NDCG @50
results of NeuMF on the CiteUlike dataset. The similar trends
are also observed on other data sets and other models.

Figure 4 shows the effect of the hyperparameter of knowl-
edge distillation A\ on the overall GD distillation loss. As
shown in Figure 4, in terms of HR@50 and NDCG @50, the
overall performance is the best when A is 0.7. The reason
behind this is that generating recommendation lists do not
completely train a suitable student model, and adding strong
teacher supervision could be more effective. However, it is
not foolproof to increase A blindly. When A is 1, its perfor-
mance is not the best, which shows that too much distillation
could lead to poor performance.

Conclusion

In this article, we proposed a new knowledge distillation
model framework called GD-REC. The GD-REC provides
users with lightweight recommendation services in open-
world scenarios. It addresses the problems of data sparsity,
recommend efficiency, and privacy protection in the top-K
recommendations. We are committed to reducing inference
time and strengthening privacy protection while ensuring
accuracy. In the future, we will expand this framework in
cross-domain recommendation applications.
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