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Abstract

Humans are incredibly good at transferring knowledge from
one domain to another, enabling rapid learning of new tasks.
Likewise, transfer learning has enabled enormous success in
many computer vision problems using pretraining. However,
the benefits of transfer in multi-domain learning, where a net-
work learns multiple tasks defined by different datasets, has
not been adequately studied. Learning multiple domains could
be beneficial, or these domains could interfere with each other
given limited network capacity. Understanding how deep neu-
ral networks of varied capacity facilitate transfer across inputs
from different distributions is a critical step towards open
world learning. In this work, we decipher the conditions where
interference and knowledge transfer occur in multi-domain
learning. We propose new metrics disentangling interference
and transfer, set up experimental protocols, and examine the
roles of network capacity, task grouping, and dynamic loss
weighting in reducing interference and facilitating transfer.

1 Introduction
Convolutional Neural Networks (CNNs) have achieved great
success in a variety of computer vision tasks, including im-
age classification, object detection, and semantic segmenta-
tion (Zamir et al. 2018). Although inputs for a particular task
can come from various domains, many studies develop mod-
els that only solve one task on a single domain. In contrast,
humans and animals learn multiple tasks at the same time and
utilize task similarities to make better task-level decisions. In-
spired by this phenomenon, multi-task learning (MTL) seeks
to jointly learn a single model for various tasks, typically on
the same input domain (Thrun 1996). However, in the real
world, visual inputs come from several different domains,
where an agent must maintain performance on all domains
and facilitate transfer among inputs from similar domains.
Thus, multi-domain learning (MDL) takes the problem a step
further and requires models to learn from multiple tasks cov-
ering various domains (Bilen and Vedaldi 2017). By jointly
learning feature representations, MTL and MDL models can
achieve superior per-task performance than models trained
on a single task in isolation. This is a result of positive knowl-
edge transfer (Kendall, Gal, and Cipolla 2018). Facilitating
knowledge transfer is a critical step in developing agents that
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Figure 1: Given two networks trained on domains DA and
DB respectively, domain specific features are learned. After
jointly training a network on both domains, performance
changes on domain DB are influenced by transfer (shaded
green) and interference (shaded blue) from DA.

can improve their performance over time on evolving data
streams (Mundt et al. 2020; Parisi et al. 2019).

Unfortunately, jointly training models on multiple tasks
does not guarantee performance gains (Zhang et al. 2020; Wu,
Zhang, and Ré 2019). Past work has proposed this can occur
due to sample imbalance among tasks (Wu, Zhang, and Ré
2019; Hernandez et al. 2021). We hypothesized that transfer
is also affected by a lack of sufficient network capacity to
learn all tasks and that task similarity can affect transfer.

In this paper, we argue that performance differences be-
tween an MDL network versus a single-domain independent
network stem from the interplay between interference across
tasks and the unseen knowledge transferred from other do-
mains/tasks. We propose new metrics and establish exper-
imental protocols to answer this question and empirically
evaluate models in the MDL setting using a classification
task on three common image datasets. While existing stud-
ies have focused on the contribution of task sample sizes in
transfer (Wu, Zhang, and Ré 2019; Hernandez et al. 2021),
we study three additional factors that could affect the amount
of network transfer: 1) network capacity, 2) domain/task



groupings, and, 3) task loss weightings (Kendall, Gal, and
Cipolla 2018; Groenendijk et al. 2021). In real-world scenar-
ios, making a trade-off between capacity and performance
is critical. Intuitively, a model that has more capacity could
allocate more task-specific neurons. Further, more similar
tasks should yield more transfer and dynamically weighing
task-specific losses has been shown to be effective in reg-
ulating network learning speed and resolving optimization
conflicts of different objectives in MTL (Sermanet et al. 2014;
Kokkinos 2017; Eigen and Fergus 2015; Zhang et al. 2018).
Thus, these loss weighting schemes could potentially reduce
interference across tasks. Moreover, the effectiveness of loss
weighting schemes has not been explored in the MDL setting.

This paper makes the following contributions:
1. We propose metrics for task interference and knowledge

transfer calculated on a sample-wise basis, which are more
comprehensive and robust compared to prior metrics.

2. We introduce an experimental framework for studying
knowledge transfer empirically in the multi-domain learn-
ing regime, and comprehensively study the individual role
of network capacity, task groupings, and multi-domain
loss weighting schemes in facilitating knowledge transfer.

2 Related Work
2.1 Multi-Task and Multi-Domain Learning
Deep MTL architectures can be grouped into hard or soft
parameter sharing. Hard parameter sharing models share
lower layers of the network, while keeping separate output
layers for each task (Thrun 1996; Caruana 1997; Nekrasov
et al. 2019; Dvornik et al. 2017; Bilen and Vedaldi 2016;
Pentina and Lampert 2017; Doersch and Zisserman 2017;
Rudd, Günther, and Boult 2016). In contrast, soft parameter
sharing provides each task with its own network branch (Long
et al. 2017; Misra et al. 2016; Dai, He, and Sun 2016; Tessler
et al. 2017; Lu et al. 2017; Zhou et al. 2020), where in-
formation sharing is achieved by adding intermediate mod-
ules (Long et al. 2017; Misra et al. 2016). Some MTL meth-
ods focus on weighing different task-specific loss functions,
where manually tuning static loss weights has improved per-
formance (Sermanet et al. 2014; Kokkinos 2017; Eigen and
Fergus 2015; Zhang et al. 2018). This is because some tasks
may require more attention than others. However, manu-
ally tuning loss weights is not scalable. Dynamic weighting
schemes have become popular due to their scalability and
equal effectiveness (Guo et al. 2018; Li et al. 2017; Kendall,
Gal, and Cipolla 2018; Liebel and Körner 2018; Liu, Johns,
and Davison 2019; Groenendijk et al. 2021; Chen et al. 2018;
Sener and Koltun 2018), and can be combined with other
architecture modifications (Liu, Johns, and Davison 2019).
We study two weighting methods (Kendall, Gal, and Cipolla
2018; Groenendijk et al. 2021), which we discuss in Sec. 3.2.

Different from MTL, multi-domain learning (MDL)
seeks to learn the same types of tasks (e.g., classification),
but each task is composed of a different domain (Bilen and
Vedaldi 2017). MDL models seek to achieve high perfor-
mance on all tasks. Here, we define each task as a separate
domain. During inference, an MDL model is given a data
sample with an associated domain label and it performs only

the task associated with the indicated domain. Different from
MTL, the feature extractor is required to capture different
input distributions in the same feature space. Like MTL mod-
els, MDL models fall into the hard (Bilen and Vedaldi 2017;
Rebuffi, Bilen, and Vedaldi 2017, 2018; Berriel et al. 2019;
Mallya, Davis, and Lazebnik 2018; Bulat et al. 2020; Mancini
et al. 2018) or soft (Rosenfeld and Tsotsos 2018; Guo et al.
2019; Li and Vasconcelos 2019; Lee, Stokes, and Eaton 2019)
parameter sharing categories. However, MDL models must
align the feature spaces of multiple domains that contain dif-
ferent lower-level features. Thus, hard sharing is often not
performed strictly, but rather by adapting model weights ac-
cording to domain-specific adaptor modules (Rebuffi, Bilen,
and Vedaldi 2017, 2018) or learning domain-specific weight
masks (Mallya, Davis, and Lazebnik 2018; Berriel et al. 2019;
Mancini et al. 2018). Techniques are developed to also en-
hance feature sharing across domains (Rebuffi, Bilen, and
Vedaldi 2017, 2018; Rosenfeld and Tsotsos 2018). While
most MDL studies seek to design models that facilitate “trans-
fer,” defined solely by performance improvement, empirical
studies demonstrating the contribution of different factors to
performance are missing.

MTL and MDL are closely related to continual learning,
which requires models to sequentially learn new tasks (Parisi
et al. 2019; Mirzadeh et al. 2020; Van de Ven and Tolias
2019), instead of jointly learning them. MTL and MDL are
also related to transfer learning (Zhuang et al. 2020), which
aims to improve a model’s performance on a target task af-
ter pretraining on a source task. Knowledge learned during
pretraining can benefit the model in learning the target task.
Domain adaptation (Wang and Deng 2018) is a subcategory
of transfer learning where the input domain changes and the
model must maintain performance on different domains.

2.2 Knowledge Transfer
Knowledge transfer is a primary goal in MTL and MDL.
An MTL or MDL model exhibits positive transfer when
the jointly trained network outperforms a network trained
independently on the corresponding task. Based on this phe-
nomenon, Liebel and Körner (2018) introduced auxiliary
tasks, which have been shown to be effective in boosting per-
formance on the main task at a low cost of task construction.

Knowledge transfer to the target task is the main objective
in transfer learning. There have been studies examining the
relationship between MTL performance and task transfer in
a transfer learning setting (Zamir et al. 2018; Dwivedi and
Roig 2019). However, Standley et al. (2020) found that there
was no correlation between MTL performance and transfer
learning performance. Knowledge transfer has also been stud-
ied in continual learning, where a model’s ability to perform
better on previous tasks (backward transfer) and unseen tasks
(forward transfer) is measured (Lopez-Paz and Ranzato 2017;
Chaudhry et al. 2018; Dı́az-Rodrı́guez et al. 2018). More gen-
erally, Standley et al. (2020) performed an empirical analysis
of transfer in MTL by proposing methods to find the best
performing task combinations under a specified computation
budget. Here, we go beyond simple measures of network per-
formance to study transfer by introducing metrics to capture
interference and transfer separately. Further, the MDL setting



allows us to study the role task similarity plays in transfer.

3 Experimental Protocols
3.1 Problem Formulation
We provide a model with a set of classification tasks {Tt}t≤T ,
along with a set of domains {Dt}t≤T , where t ≤ T is a task
label. Each task contains a set of Nt samples, {(xi, yi, t)}Nt

i=1,
where xi is an image, yi is the corresponding label, and t
is the task label. Our models fall into the hard parameter
sharing family of MDL models, where all tasks share the
same base model parameters θshare, but contain separate
output heads θ1···T for tasks T1···T , respectively. All tasks
are trained jointly. We optimize the set of model parameters,
(θ∗

share, θ∗
1···T ), by minimizing the following loss:

Ltotal (θshare,θ1···T ) =
∑
t≤T

λtLt (θshare,θt) , (1)

where Lt(θshare,θt) is the loss for task t and λt is the weight
on Lt which regulates the importance of each task during
training. Note that for each sample, we provide task labels to
the models during calculation of the task-specific losses, so
Lt is only calculated based on outputs from θt without any
information from other classification heads.

3.2 Multi-Domain Loss Weighting Methods
We investigate the effectiveness of widely-used loss weight-
ing schemes on task losses L1···T , where each Lt is a standard
cross-entropy loss. While these loss weighting schemes have
mostly been studied in MTL, we extend them to the MDL
setting and describe them below.

Uniform – In Uniform weighting, we use equal task
weights, i.e., λt is set to 1.

Uncertainty – The uncertainty method (Kendall, Gal, and
Cipolla 2018) models multiple classification objectives with
softmax likelihoods by introducing task-dependent uncer-
tainty. Intuitively, this metric captures the relative confidence
between tasks, is simple to implement, and is a popular
baseline in MTL literature. Task weights λt are defined as
1/ε2t where ε1···T are learnable noise parameters. Following
(Liebel and Körner 2018), we add

∑
t≤T log

(
1 + ε2t

)
to the

loss to avoid trivial solutions.
Coefficient of Variations (CoV) – CoV is a recent method

that achieves state-of-the-art performance in single-task
multi-loss settings (Groenendijk et al. 2021). Loss weights
are estimated based on the variance of single-task loss values
in relation to their mean. We use the full history of loss statis-
tics for calculations as described in (Groenendijk et al. 2021).
Because CoV’s loss weights sum to one, we multiply them
by T to account for scale differences with other methods.

3.3 Datasets
We perform experiments on three natural image datasets -
CIFAR-100 (object/scenery images) (Krizhevsky and Hin-
ton 2009), MiniPlaces (scenery images) (Zhou et al. 2017),
and Tiny-ImageNet (object/scenery images) (Le and Yang
2015). Prior studies have shown that transfer is sensitive to
the number of samples in each task (Wu, Zhang, and Ré 2019;

Hernandez et al. 2021), so we fix all domains to have an equal
number of samples and classes to focus on other factors in-
fluencing transfer. Specifically, we use all categories from
CIFAR-100 and MiniPlaces and randomly sample a fixed set
of 100 categories from Tiny-ImageNet. We then sample a
fixed set of 500 training images for each MiniPlaces category.
We resize images from MiniPlaces and Tiny-ImageNet to
32 × 32 pixels using bicubic interpolation. We use all test
samples pertaining to chosen categories in evaluation. Pre-
vious MDL studies (Bilen and Vedaldi 2017; Rebuffi, Bilen,
and Vedaldi 2017) perform round-robin batch training, where
each batch comes from a single dataset. We instead combine
all datasets for training, meaning each batch could contain
samples from any dataset.

3.4 Metrics
Performance: In prior MDL studies, transfer is quantified
as the raw accuracy gain as compared to a single-task base-
line (Zamir et al. 2018; Dwivedi and Roig 2019; Standley
et al. 2020). This metric is insufficient since performance
gain consists of both transfer and interference. In this setting,
we cannot infer whether performance gain coincides directly
with transfer, so we introduce new metrics.

Suppose we have a model, MTt
, trained on a single do-

main, Tt. Given a test set Dtest, we denote the set of samples
predicted correctly by MTt

as Dcorrect
test ⊆ Dtest and the sam-

ples predicted incorrectly as Dincorrect
test = Dtest \ Dcorrect

test .
Suppose that an MDL model makes k and k′ correct predic-
tions on Dcorrect

test and Dincorrect
test , respectively. We define the

following metrics to examine its performance on Tt:

PerfGain =
k + k′ − |Dcorrect

test |
|Dtest|

× 100% , (2)

Interference =
|Dcorrect

test | − k

|Dcorrect
test |

× 100% , (3)

Transfer =
k′

|Dincorrect
test |

× 100% . (4)

Performance Gain (PerfGain) is similar to raw perfor-
mance change metrics used by previous work, but it is mea-
sured relative to the single-domain model’s performance. Our
transfer score, which is the percentage of samples the MDL
model answers correctly among those that the single-domain
model fails to solve, indicates how much performance im-
proves by jointly training with other domains. Conversely,
interference computes the percentage of samples that the
MDL model forgets how to solve among those that the single-
domain model answers correctly. It measures the amount of
performance degradation due to joint training.

Task Similarity: We hypothesize that task similarity in
the natural world plays a role in transfer. Since MDL mod-
els learn shared feature spaces to simultaneously perform
well on many tasks, we calculate task similarity based on
feature similarity. That is, given two tasks, T1 and T2, we
compute the representational similarity between the associ-
ated single-domain models MT1

and MT2
. We evaluate the

output of the two models on a fixed dataset and obtain two
sets of representations, X1 and X2. This dataset consists of



50 test samples from each class in each dataset used in our
experiments. We define the similarity between T1 and T2
at a particular capacity w as Simw(T1, T2) using the linear
Centered Kernel Alignment (CKA) (Kornblith et al. 2019)
score between X1 and X2. CKA is a popular metric that has
demonstrated robustness.

3.5 Network Architectures
We use the ResNet-32 architecture (He et al. 2016) for all
experiments. We study the effect of network capacity on
knowledge transfer by gradually increasing the percentage
of neurons used at each layer (i.e., network width), with the
exception of prediction heads. We use four widths in our
experiments, with 0.25×, 0.5×, 1×, and 2× of the neurons
present at each layer. These models contain 29K, 116K, 463K,
and 1848K parameters respectively. In initial studies, ResNet-
32 models wider than 2× wide suffered from overfitting, so
we do not study them.

Previous work often uses a pretrained model for MDL ex-
periments (Rebuffi, Bilen, and Vedaldi 2017, 2018; Berriel
et al. 2019; Mancini et al. 2018). However, this makes it dif-
ficult to study transfer in isolation since the model could po-
tentially have informed knowledge about new domains from
pretraining. For this reason, we train models from scratch to
study transfer. In addition to jointly trained MDL models, we
also train an independent (single-domain) model separately
on each task as a baseline. We provide implementation details
and parameter settings for our experiments in Sec. A.

4 Results
The final accuracies for each independent model are in Sec. D.
We train one MDL network on each pair of tasks (domain
pairings) for all three datasets. We repeat this process for
three trials (with different random initializations) and per-
form analysis on the results. This leads to 36 independent
models and 3 (trials) × 4 (widths) × 3 (task groupings) ×
3 (loss weightings) = 108 2-task models. We compute met-
rics for each MDL model on each domain. While studying
models trained on two domains enables us to analyze the
contribution of task similarity more easily, we include the
results of 36 3-task models in Sec. B.1, Sec. B.2, and Sec. E.
We organize our results by first outlining high-level questions
and claims regarding different factors that could influence
interference and transfer and then providing results to address
them. Error bars in figures denote standard errors.

4.1 Correlation Between Transfer Learning and
MDL Performance

During domain transfer learning, where both the input and
label distributions change, a model pretrained on the source
domain is optimized towards the target domain alone. The
effect of the source domain should remain if we train a model
on both domains jointly. Standley et al. (2020) found that the
performance of standard transfer learning and MTL are not
correlated. Curious to see whether the same conclusion holds
in MDL, we perform similar experiments more comprehen-
sively with models with different capacities. We first define
directed task relationship for domains B → A as the change

Table 1: Pearson correlation between transfer learning and
MDL models. We underline correlations that are not statisti-
cally significant at a 95% confidence level.

Capacity PerfGain Transfer Interference
29K 0.025 0.979 0.842
116K 0.559 0.990 0.982
463K 0.505 0.981 0.982
1848K 0.739 0.987 0.994

in performance on A as a consequence of either pretraining
(in transfer learning) or jointly training (in MDL) on B and
undirected task relationship between A and B as the average
of both directions.

Claim Task relationships in transfer learning positively
correlate with that in MDL when characterized by transfer
and interference.

We calculated the directed task relationship on our metrics
between all domain pairs at each capacity, under transfer
learning and MDL settings and provide undirected results in
Sec. C. We then check the correlation between the matching
relationships in the two settings and include the results in
Table 1. For PerfGain, besides the smallest model, there are
significant positive correlations between transfer learning and
MDL. This means that the source domain that gives good
performance to the target domain in transfer learning is likely
to remain beneficial to it if they are trained jointly, especially
for large models. This is helpful because transfer learning is
less time-consuming than MDL.

More interestingly, the correlations on transfer or interfer-
ence are also positive and much stronger, consistent across
model sizes. This shows that our sample-wise metrics are
more robust and reveal information hidden under the simple
accuracy gain. Moreover, such strong correlations allow us to
predict the amount of transfer and interference of 2-domain
MDL models based on the corresponding transfer learning
performance alone.

4.2 What is the role of dynamic loss weighting?
Given the success of loss weighting methods for MTL, we
want to examine how well they work in the MDL setting,
where the input distribution differs for each task. In this
section, we focus on overall performance metrics and discuss
task similarity metrics in Sec. 4.5.

Claim With enough capacity, MDL network performance
is improved via loss weightings due to a reduction in interfer-
ence and increase in transfer across tasks.

Fig. 2 shows our metric scores for each network capacity
using each loss weighting method, averaged across models.
From Fig. 2a, we see that dynamic loss weightings only help
MDL models for the largest network capacity. This is val-
idated by a paired t-test at each capacity on each pair of
the three loss weighting methods. For instance, to perform
the test for the Uniform and CoV models, we use PerfGain
scores by all Uniform models from all three trials and pair
the values with those of the CoV models. For a significance



(a) PerfGain (b) Interference (c) Transfer

Figure 2: (a) PerfGain, (b) Interference, and (c) Transfer scores averaged over the 2-domain networks at each width, plotted as a
function of the network’s log number of parameters.

level of α = 0.05, we found that the loss weighting methods
were only statistically significantly different from one another
on models with 1848K parameters, where the CoV method
outperforms both the Uniform (p = 0.0165) and Uncertainty
(p = 0.0456) methods. The dynamic loss weightings are able
to reduce interference (Fig. 2b) and increase transfer (Fig. 2c)
at the largest capacity, as verified by a similar paired t-test.
For smaller capacities, all three methods have similar interfer-
ence and transfer scores. We also observe that models using
Uniform weighting consistently have a negative PerfGain
score on CIFAR-100, while the Uncertainty and CoV meth-
ods have positive PerfGain scores when using large network
capacities (463K and 1848K parameters). We include scores
of individual models in Sec. E.

For remaining sections of the paper, we only show results
for models using the CoV loss weighting since it performed
the best, unless specified otherwise. Results for the Uniform
and Uncertainty weightings follow similar trends and are
included in Sec. E.

4.3 Relationship Between Interference, Transfer,
and Performance

MDL models seek to learn a general feature space that is
aligned with each of the single-domain model feature spaces.
By aligning the general feature space with individual feature
spaces, we expect to see the following: (1) the general feature
space captures individual task characteristics, which reduces
interference, and (2) more information from individual spaces
can be adapted to solve other tasks, which increases trans-
fer. However, this requires verification because it is possible
that a large model uses largely disjoint sets of parameters to
learn each task, which would yield little transfer and little
interference. We refute this claim by observing linear rela-
tionships between transfer and interference (with different
slopes in each setting; see Fig. 7). Note that the two scores
are calculated on completely disjoint sets of samples.

Claim Interference and transfer metrics complement each
other.

We plot the performance gain, interference, and transfer
metrics as a function of network capacity when evaluated
on Tiny-ImageNet in Fig. 3. Consistent across all models,
the smallest network exhibits negative PerfGain, but non-

zero transfer. Conversely, the largest network has positive
PerfGain and non-zero interference. This means that transfer
exists when there is performance degradation and interfer-
ence exists when there is performance improvement. Metrics
that only capture overall performance fail to show this.

For networks with 29K parameters, joint training with
MiniPlaces shows larger PerfGain compared to CIFAR-100.
We cannot infer that it comes from task interference rather
than transfer, unless looking at the other two metrics. Fur-
ther, the large standard errors of PerfGain prevent us from
making definitive conclusions, while our interference and
transfer metrics are calculated in a sample-wise fashion and
have smaller errors. These observations demonstrate the im-
portance of disentangling the two metrics from overall per-
formance. Further, the discrepancy between these metrics in
Sec. 4.1, Sec. 4.4, and Sec. 4.5 reiterate this claim.

4.4 What is the role of network capacity?
Intuitively, an MDL network with more capacity can allocate
more space for storing task-specific information, causing less
interference. Conversely, more transfer is expected because
larger models can learn how to best share domain-specific
information. However, as mentioned in Sec. 4.3, it is possible
for a large model to not exhibit transfer or interference at all.
Wu, Zhang, and Ré (2019) show that if the capacity of an
MTL model is too large then performance might degrade. In
MDL, the representations learned from different distributions
are expected to be more diverse.

Claim Greater capacity leads to less interference and
more positive transfer.

Recall that in Fig. 3 we plot our three metrics on Tiny-
Imagenet for each pairing. We see that the claim is generally
true for all models (Fig. 3, 11, 12, 13). Our findings in the
MDL setting align with those of Wu, Zhang, and Ré (2019)
in very few cases. For example, models having more than
116K parameters trained on MiniPlaces and Tiny-ImageNet
experience a slight decrease in PerfGain on Tiny-ImageNet.
However, this task pair still has monotonically decreasing
interference and increasing transfer. This can be attributed
to the fact that resolving interference plays a more important
role in overall performance as capacity increases. Next, we
examine transfer on different domains.
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Figure 3: Our evaluation metrics tested on Tiny-ImageNet.

(a) PerfGain (b) Transfer (c) Interference

Figure 4: Average change in (a) PerfGain, (b) Transfer, and (c) Interference for each increment where we increase network
capacity. We show the results on each domain, averaged across pairings and loss weighting methods.

Claim The rate of convergence of transfer on a task is
decided by its difficulty.

Ranked by the single-domain model’s accuracy, CIFAR-
100 is the easiest task, Tiny-ImageNet is the second easiest,
and MiniPlaces is the hardest, consistent across widths. Fig. 4
plots the change in each of our metrics at each step of capacity
increase. Scores are averaged across domain pairings and loss
weighting methods.

First, the transfer gain is always positive, but decreases
monotonically as capacity grows (4b). For smaller widths,
single-domain networks fail to utilize the space to capture fea-
tures that are useful to both training and testing distributions,
while seeing data from another domain guides the network to
learn more general representations. On the other hand, larger
networks have space for more features so such guidance for
feature selection is less important. Note that transfer gain is
always positive because additional domains still contain ad-
ditional information. Second, the rate of change/convergence
of transfer on the three domains (slope of each curve) posi-
tively correlates with their single-domain model’s accuracy.
We cannot make definitive conclusions, but we hypothesize
that easier tasks have a higher convergence rate of transfer
due to benefit from general features.

We do not see a clear relationship between the rate of
change in PerfGain and task difficulty (Fig. 4a). The rate
of change of interference is independent of task difficulty

as well (Fig. 4c), and is nearly consistent for each domain.
The change is monotonically increasing, indicating that the
benefit of capacity on interference gradually decreases.

4.5 How does similarity between tasks affect
performance?

For each task pair, we compute our similarity metric and
see Simw(CIFAR,Places) < Simw(Places, ImageNet) <
Simw(CIFAR, ImageNet) consistently for all four widths.
We now assume this order and show exact scores in Sec. B.3.

In a real-world scenario where we only want to optimize
for a particular task while enforcing less strict requirements
for performance on the other task, it is important to know
whether we should jointly train with another similar or dis-
similar task. In a similar task pairing, the representations
learned by the single-domain models are more similar, mean-
ing it should be easier to create a general feature space when
training the two tasks together. Thus, we would expect that
more similar task pairs would benefit the original task more.

Claim A more similar task pairing yields more transfer,
but not necessarily less interference.

In Fig. 5a and Fig. 5b, we show the amount of trans-
fer gained by using more versus less similar task pairs on
each dataset using the Uniform and CoV loss weightings,
respectively. A more similar pairing yields more transfer
for all the models, violated only by the CoV model’s per-



(a) Transfer Diff. (Uniform) (b) Transfer Diff. (CoV) (c) Abs. Interference Diff.

Figure 5: The difference in transfer when using a more similar task pair than a less similar pair using (a) Uniform and (b) CoV
weightings. (c) The absolute difference between interference scores given by the two task pairings, averaged across datasets.

formance on Tiny-ImageNet when using small capacities.
Consistent across models with at least 1848K parameters,
networks trained with more similar pairings have larger Per-
fGain scores, at most the same amount of interference, and
more transfer (see also Fig. 3). Although we find that simi-
larity between tasks strongly affects transfer, similarity also
reduces interference and improves PerfGain when we use
Uniform weighting, but no relationship emerges when we
use dynamic weightings (see Sec. B.3).

Claim Dynamic loss weightings are more robust to differ-
ing amounts of task similarity.

Fig. 5a shows that, for Uniform weighting, a more similar
pair is more beneficial at larger capacities, while Fig. 5b
indicates that there is no clear relationship between similarity
and capacity when using dynamic loss weighting. We then
examine the magnitude of these differences by averaging
across their absolute values across the three domains. Fig. 5c
examines how the difference between interference changes
as capacity increases and shows that networks using loss
weighting are less affected by task similarity as size increases.

In summary, dynamic loss weightings yield superior per-
formance at larger capacities (Fig. 2) and, given a domain,
reduce the need to determine which other domain to use for
joint training. Conversely, if task similarity is known, it is
best to choose the most similar domain and use the Uniform
weighting model.

5 Discussion and Conclusion
Our empirical results verify that capacity and similarity heav-
ily influence MDL model performance. We summarize our
key takeaways as follows.
1. Future studies should perform comparisons of MDL mod-

els under various model sizes.
2. Transfer and interference are strongly correlated and,

along with performance gain, all saturate exponentially
with respect to the growth of capacity.

3. When the network capacity is large enough, dynamic loss
weighting methods used in MTL are beneficial to MDL
models. These benefits include: more performance gain,
less interference, more transfer, and more robustness to
task similarity level.

4. With enough capacity, choosing more similar domain pair-
ings guarantees more transfer and PerfGain, and at most,
the same amount of interference as a less similar pairing,
consistent across datasets and loss weighting methods.

5. Our metrics reveal strong correlations between standard
transfer learning and MDL models, allowing us to infer
MDL performance from transfer learning performance,
and vice versa. Correlation results measured using overall
accuracy are not consistent across model capacities.

The non-trivial behaviors of MDL models in exhibiting
interference and transfer reiterate the importance of our em-
pirical analysis. One future direction our work enables is the
study of transfer and interference for additional tasks such as
object detection, semantic segmentation, or robotics. While
we focused on classification, our metrics are general enough
to be applied to other problems. It would be interesting to per-
form analysis on more challenging datasets such as (Rebuffi,
Bilen, and Vedaldi 2017), which involves more dissimilar
domains and imbalanced classes. This setting poses further
challenges to isolate the impact of each variable on MDL
performance. Moreover, we focused on studying transfer in
hard parameter sharing MDL models, but future work could
examine the role of transfer in soft parameter sharing meth-
ods to determine if our conclusions are consistent across
MDL techniques. Beyond MDL, it would be interesting to
apply our metrics in a continual learning setting (Belouadah,
Popescu, and Kanellos 2020; Parisi et al. 2019).

We established experimental protocols and comprehen-
sive metrics for evaluating task interference and knowledge
transfer in MDL. We used these protocols to provide the
first empirical study of how capacity, task grouping, and dy-
namic loss weighting contributes to interference and transfer
in the MDL regime. Our results indicate that the interplay
between these factors is non-trivial and future studies should
not assume how one factor affects another. Studying knowl-
edge transfer in the MDL setting will allow researchers to
develop more human-like machines with improved perfor-
mance. These developments could also help researchers gen-
eralize transfer to more challenging settings such as open
world learning, where an agent must identify new data and
then incrementally learn it (Bendale and Boult 2015; Joseph
et al. 2021; Xu et al. 2019; Mundt et al. 2020).
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A Implementation Details & Parameter
Settings

We replace all BatchNorm (Ioffe and Szegedy 2015) layers
in ResNet-32 with GroupNorm (Wu and He 2018). We manu-
ally fine-tune the hyper-parameter of GroupNorm (i.e., num-
ber of groups) as well as several training hyper-parameters
for the highest performance under each setting (i.e., task
pairs and widths). We adopt an adaptive grouping strategy
similar to (Qiao et al. 2019) such that each GroupNorm
layer has min{32, (number of channels)/k} groups. This
parameter setting was chosen based on a grid search over
k ∈ {2, 4, 8, 16, 32}, as well as using a fixed number of
groups and searching over {1, 4, 8, 16, 32}. The adaptive
grouping with k = 2 consistently yielded the best perfor-
mance over all capacities and task pairs, so we kept it fixed
for all experiments.

We also replace all ReLU activation functions with the
Mish activation function (Misra 2020) to prevent gradient
vanishing. For all of our experiments, we use a batch size
of 128 samples and the stochastic gradient descent (SGD)
optimizer with initial learning rate of 0.1, momentum of 0.9,
and weight decay of 10−4. For the single-domain networks,
we multiply the learning rate by 0.1 at epochs 140 and 210,
and train the model for 250 epochs. For the multi-domain
experiments, we multiply the learning rate by 0.1 at epochs
150 and 250, and train the model for 300 epochs. The learning
rate was chosen based on a grid search over the following
values: {0.01, 0.05, 0.1, 0.15, 0.2}.

B Additional Analysis
B.1 Summary Plots for 3-Domain Models
Similar to Fig. 2, we plot the average PerfGain, Interference,
and Transfer curves as a function of network capacity using
3-domain models (models trained jointly on CIFAR-100,
MiniPlaces, and Tiny-ImageNet) in Fig. 6. The general trend
in the 2-domain results – that PerfGain and Transfer increases,
and Interference decreases as capacity grows – holds true
for the 3-domain models. However, the 3-domain models’
scores saturate slower because training on more domains
requires more network capacity to perform well. Unlike the
2-domain PerfGain curve, dynamic loss weighting does not
seem to help performance of 3-domain models with 1848K
parameters in general.

B.2 Relationship Between Transfer and
Interference

In Fig. 7 (2-domain) and Fig. 8 (3-domain), we plot each
network’s transfer as a function of interference using each
of the three loss weighting methods. We observe that inter-
ference and transfer exhibit a linear relationship, which is
consistent across methods. As mentioned in Sec. 4.3, the cor-
relation strength (slope of the best-fit line) is independent of
capacity or domain. Moreover, the correlation strength tells
us whether a method focuses more on transfer (more negative
slope) or interference (less negative slope). For instance, the
best-fit line for CoV has a less negative slope, indicating that
it focuses more on transfer.

B.3 Similarity Analysis
Task Pairing Similarity Scores In Sec. 4.5, we use task
similarity scores to study interference and transfer. In Ta-
ble 2, we show the exact CKA similarity scores between each
pair of tasks. We observe that the order is consistent across
network widths with:

Simw(CIFAR,Places) <
Simw(Places, ImageNet) <
Simw(CIFAR, ImageNet) .

(5)

One question that arises is: could the MDL models per-
form well on each task by only learning task-specific infor-
mation in the separate classification heads instead of learning
generalizable features? Since we have more than one classifi-
cation head, the shared feature representations would need
to be linearly separable in all domains to perform well. This
would make it difficult for the model to learn domain-specific
features only in the task heads. Further, we verify that the
representations learned by the MDL models do not diverge
much from those learned by the single domain experts as
reflected by CKA scores that were consistently greater than
0.6, which is much higher than the CKA between two single
domain experts shown in Table 2.

B.4 Relationship Between Similarity, Capacity,
and Loss Weighting

Transfer Analysis In Fig. 9 (middle row), we plot the
transfer gain when using a more similar task pairing for 2-
domain models. As discussed in the main text, using a more
similar task pair with the Uniform method always yields more
transfer. For both the Uncertainty and CoV weightings, the
conclusion is true except for Tiny-ImageNet at width 0.25×
and 0.5×, and for CIFAR-100 at width 0.5×. These special
cases indicate that networks using loss weightings sometimes
fail to utilize the similarity between tasks to facilitate transfer,
which is likely due to a lack of capacity.

We then examine the magnitude (absolute value) of this
difference, averaged across datasets, as shown in Fig. 10b.
Using the Uniform weighting, the difference increases as
width increases, indicating that it is important to choose the
more similar pair when using large capacities to obtain the
most transfer. Conversely, using the dynamic loss weighting
methods, the absolute difference in transfer between task
pairs remains the same regardless of width.

Interference Analysis In Fig. 9 (last row), we plot the in-
terference change when using a more similar task pair for
2-domain models. Interestingly, unlike transfer, we do not see
a clear trend when considering if the value of the interference
difference is positive or negative. For the Uniform method,
the difference is generally negative, indicating that using a
more similar task pair generally yields less interference. We
do not see a clear relationship between similarity and interfer-
ence for dynamic loss weightings, where MiniPlaces benefits
most from a more similar task pair, while Tiny-ImageNet ben-
efits more from a less similar one. Therefore, jointly training
a more similar domain does not necessarily guarantee that
there will be less interference than training using a less simi-
lar domain. However, we next discuss that similarity does not



(a) PerfGain (b) Interference (c) Transfer

Figure 6: (a) PerfGain, (b) Interference, and (c) Transfer scores averaged over the 3-domain networks at each width, plotted as a
function of the network’s log number of parameters.

(a) Uniform (b) Uncertainty (c) CoV

Figure 7: Scatter plot of transfer versus interference using (a) Uniform, (b) Uncertainty, and (c) CoV loss weighting with
2-domain models. Each dot corresponds to a network’s performance on some domain at some width. The R2 score is calculated
based on the best-fit line, with a slope of m.

have to be considered when using loss weighting methods
with large capacity networks.

Using the Uniform loss weighting, there is no clear rela-
tionship between the magnitude of the interference differ-
ences between task pairs and network capacity (Fig. 10c).
Using dynamic weightings, the magnitude of the interfer-
ence differences decreases as capacity grows, as shown in the
main text (Fig. 5c) as well as in Fig. 10c. Therefore, although
we find no correlation between similarity and interference
for dynamic weightings, we show that the differences are
negligible when we have a large network.

PerfGain Analysis Performance improvement is a result of
the interplay between transfer and interference, and we plot
the PerfGain change when using a more similar task pair for
2-domain models (first row of Fig. 9). For the Uniform model,
the behavior of PerfGain is consistent with transfer, while
for the dynamic weighting models, its behavior is consistent
with the negation of interference.

In terms of the magnitude of PerfGain differences, dy-
namic loss weighting methods are less affected by the differ-
ence in task similarity as capacity grows (Fig. 10a). On the
other hand, the benefit of a more similar task pair grows as
capacity grows if we use the Uniform method.

Similar to our discussion in Sec. 4.5, the key takeaway of
Fig. 9 and Fig. 10 is as follows: dynamic loss weightings

yield superior performance at larger capacities (Fig. 2) and,
given a domain, reduce the need to determine which other
domain to use for joint training. On the other hand, if the
order of similarity is known, it is best to choose the most
similar domain and use the Uniform weighting model.

C Transfer Learning and MDL Performance
Correlation

We include the full table of directed (Table 4) and undirected
(Table 5) domain relationship correlations between Trans-
fer Learning and MDL, including the p-values for statistical
significance testing. As discussed in Sec. 4.1, the directed
correlation between Transfer Learning and MDL is positive
except for PerfGain using the network with smallest capacity.
We also see much stronger and statistically significant corre-
lations between the Transfer Learning and MDL relationships
using our transfer and interference metrics. Conversely, we
do not see correlation between the Transfer Learning and
MDL relationship using our PerfGain scores. However, the
all correlations using our transfer and interference metrics are
statistically significant at a 95% confidence interval, with the
exception of our interference score for the network with the
smallest capacity. The PerfGain correlations are consistent
with the findings of Standley et al. (2020), in which exper-
iments are performed on Transfer Learning and MTL with



(a) Uniform (b) Uncertainty (c) CoV

Figure 8: Scatter plot of transfer versus interference using (a) Uniform, (b) Uncertainty, and (c) CoV loss weighting with
3-domain models. Each dot corresponds to a network’s performance on some domain at some width. The R2 score is calculated
based on the best-fit line, with a slope of m.

Table 2: CKA scores of individual models trained on different task pairings at each width of ResNet-32. Scores are listed from
the most dissimilar pairings (top) to the most similar pairings (bottom). The mean and standard deviation of CKA scores are
reported based on 3 trials with different random initializations.

Task Pairing 0.25× 0.5× 1× 2×
CIFAR & Places 0.38(±0.035) 0.37(±0.147) 0.42(±0.010) 0.38(±0.020)
Places & ImageNet 0.40(±0.027) 0.41(±0.009) 0.45(±0.010) 0.40(±0.023)
CIFAR & ImageNet 0.48(±0.007) 0.50(±0.006) 0.52(±0.008) 0.43(±0.002)

only a single network (i.e., not varying capacity). As shown
in Table 4 and Table 5, correlation results vary across capac-
ity, and the results of experiments that were conducted using
only a single capacity may not hold for different network
capacities or architectures. Our transfer and interference met-
rics are more robust for revealing the underlying correlations
between Transfer Learning and MDL.

D Single-Domain Model Performance
In Table 3, we show the final accuracy of each single-domain
model trained and evaluated on each domain. As mentioned
in Sec. 4.4, we define the difficulty of tasks based on their re-
spective single-domain model performance. That is, CIFAR-
100 is the easiest and Tiny-ImageNet is the hardest, which is
consistent across widths. One observation is that performance
gains gradually decrease when adding more network capacity
on all three datasets.

E Multi-Domain Model Performances
We compute our evaluation metrics with networks using Uni-
form, Uncertainty, and CoV loss weighting, as shown in
Fig. 11, Fig. 12, and Fig. 13, respectively. We first discuss
the results of 2-domain models.

E.1 2-Domain Model Performance
Recall from Sec. 4, there are some general trends that are
consistent across domains and methods. First, for small ca-
pacities, all networks exhibit negative PerfGain scores, while
having positive transfer; at the largest capacity, only the Uni-
form methods show negative PerfGain on CIFAR-100 and all

other networks show positive PerfGain, while having positive
interference. Second, at the largest capacity (1848K parame-
ters), all models using a more similar task pairing show larger
PerfGain, at most the same amount of interference, and more
transfer.

The two dynamic loss weighting methods show very sim-
ilar behaviors. As mentioned in the main text (Fig. 5c), the
interference difference between task pairs decreases as capac-
ity grows when using dynamic loss weighting.

Next, we list cases which indicate that a single overall
performance gain metric is not enough to capture both trans-
fer and interference. (1) As discussed in Sec. 4.3, using the
0.25× wide CoV networks, we cannot directly infer that a
large PerfGain score on Tiny-ImageNet from jointly training
with MiniPlaces is attributed to the task pair’s ability to re-
duce interference, rather than increasing transfer (see right
column of Fig. 13). (2) Similarly, using the 0.25× wide Uni-
form networks, we cannot directly infer that a large PerfGain
on MiniPlaces from jointly training with Tiny-ImageNet is at-
tributed to the task pair’s ability to reduce interference, rather
than increasing transfer (see middle column of Fig. 11). (3)
Using the Uniform network jointly trained with MiniPlaces
(see left column of Fig. 11), we notice that the PerfGain score
on CIFAR-100 decreases at the largest capacity (1848K pa-
rameters). Separating the interference and transfer metrics
enables us to discover that the network fails to promote more
transfer, but still manages to reduce more interference com-
pared to the smaller network at 463K parameters. There are
more similar examples in Fig. 11, Fig. 12, and Fig. 13. Our
metrics present us with a more comprehensive view of an



Table 3: Performance of independent models at each width of ResNet-32. Mean and standard deviation of accuracy scores are
shown based on 3 trials with different random initializations.

Dataset 0.25× 0.5× 1× 2×
CIFAR-100 42.40(±0.76) 57.12(±0.22) 65.27(±0.23) 70.48(±0.12)
MiniPlaces 23.24(±0.58) 29.84(±0.20) 32.04(±0.34) 32.76(±0.34)
Tiny-ImageNet 32.46(±0.63) 43.29(±0.74) 49.83(±0.76) 53.28(±0.31)

Table 4: Directed domain relationship correlations between Transfer Learning and Multi-Domain Learning models. We report
the Pearson’s correlation coefficient and the p-value for statistical significance for each experiment.

Capacity PerfGain Transfer Interference
(# param.) Pearson’s r p Pearson’s r p Pearson’s r p

29K 0.025 0.311 0.979 1× 10−12 0.842 1× 10−5

116K 0.559 0.016 0.990 5× 10−15 0.982 5× 10−13

463K 0.505 0.033 0.981 6× 10−13 0.982 4× 10−13

1848K 0.739 0.001 0.987 4× 10−14 0.994 1× 10−16

MDL model’s performance, as compared to only evaluating
overall performance.

E.2 3-Domain Model Performance
Our findings in the 2-domain setting still hold for the 3-
domain models. However, 3-domain models exhibit more
benefit from the largest capacity because of the need to learn
representations general to all three domains. This is reflected
by the fact that, as capacity grows, the 3-domain models’
PerfGain increases, interference decreases, and transfer in-
creases monotonically in all cases in Fig. 11, Fig. 12, and
Fig. 13. Note that at the largest capacity, the 3-domain model
always has better performance than the 2-domain model, ex-
cept on CIFAR-100 using the Uniform weighting. However,
we cannot make conclusions on the benefit of more domains
because the 3-domain models are trained on more samples.
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Figure 9: The difference in each metric when using a more similar task pair than a less similar pair. The x-axis is the network
width with respect to the original ResNet-32.
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Figure 10: The absolute difference between (a) PerfGain, (b) Transfer, and (c) Interference given by two task pairs averaged
across datasets, plotted against the log number of parameters.



Table 5: Undirected domain relationship correlations between Transfer Learning and Multi-Domain Learning models. We report
the Pearson’s correlation coefficient and the p-value for statistical significance for each experiment.

Capacity PerfGain Transfer Interference
(# param.) Pearson’s r p Pearson’s r p Pearson’s r p

29K 0.118 0.762 0.942 1× 10−4 0.573 0.107
116K 0.651 0.057 0.986 1× 10−6 0.922 4× 10−4

463K 0.142 0.716 0.962 3× 10−5 0.958 4× 10−5

1848K 0.222 0.565 0.986 1× 10−6 0.987 8× 10−7
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Figure 11: Our evaluation metrics tested with networks using Uniform loss weighting.



CIFAR-100 MiniPlaces Tiny-ImageNet

Pe
rf

G
ai

n
[%

]
In

te
rf

er
en

ce
[%

]
Tr

an
sf

er
[%

]

Number of Parameters (Log Scale)

Figure 12: Our evaluation metrics tested with networks using Uncertainty loss weighting.
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Figure 13: Our evaluation metrics tested with networks using CoV loss weighting. The last column is shown in the main text
(Fig. 3).


